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Abstract 
 In this paper, we suggest a privacy-preserving public auditing system for data storage safety in cloud 
computing. Using cloud storage, users can tenuously store their data and enjoy the on-demand high-quality 
applications and services from a shared pool of configurable dividing resources, without the burden of local data 
storage and preservation. However, the fact that users no longer have   physical possession of the outsourced data 
makes the data integrity protection in cloud computing a difficult task, expressly for users with constrained 
computing possessions. Moreover, users should be able to just use the cloud storage as if it is local, without 
distressing about the need to verify its reliability. Thus, enabling public auditability for cloud storage is of critical 
importance so that users can resort to a third-party auditor (TPA) to check the integrity of outsourced data and be 
worry free. To securely introduce an active TPA, the auditing process should bring in no new vulnerabilities toward 
user data privacy, and introduce no further online problem to user. In this paper, we propose a secure cloud storage 
system supporting privacy-preserving public auditing. We further outspread our result to enable the TPA to perform 
audits for multiple users concurrently and efficiently. General security and performance analysis show the proposed 
schemes are provably secure and highly well-organized. Our primary experiment conducted on Amazon EC2 
instance further demonstrates the fast performance of the design   
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Introduction 
                 Cloud Computing has been envisioned 

as the next-generation architecture of IT enterprise, due 
to its long list of extraordinary advantages in the IT 
history: on-demand self-service, global network access, 
location independent resource pooling, prompt resource 
elasticity, usage-based pricing and transfer of risk . As a 
disrupting technology with intenseeffects, Cloud 
Computing is transforming the very nature of how 
businesses use information technology. One major aspect 
of this paradigm shifting is that data is being centralized 
or outsourced into the Cloud. From users’ perception, 
including both individuals and enterprises, storing data 
remotely into the cloud in a flexible on-demand manner 
brings appealing benefits: relief of the burden for storage 
management, entire data access with independent 
geographical locations, and avoidance of capital 
expenses on hardware, software, and personnel 
maintenances, etc. While these benefits of using clouds 
are undisputable, due to the opacity of the Cloud—as 
separate organizational entities, the internal operation 
details of cloud service providers (CSP) may not be 
known by cloud users—data outsourcing is also 
relinquishing user’s ultimate control over the fate of their 

data. As a result, the accuracy of the data in the cloud is 
being put at risk due to the following reasons. First of all, 
even though the infrastructures under the cloud are much 
more powerful and reliable than personal computing 
devices, they are still facing the wide range of both 
internal and external threats for data integrity. Examples 
of outages and security gaps of noteworthy cloud 
services appear from time to time. Then, for the benefits 
of their own, there do occur various inspirations for 
cloud service providers to behave unfaithfully. towards 
the cloud users concerning the status of their outsourced 
data. Models include cloud service providers, for 
economic reasons, reclaiming storage by discarding data 
that has not been orhardlyaccessed, or even hiding data 
loss incidents so as to maintain a reputation. In short, 
even though outsourcing data into the cloud is 
economically striking for the cost and density of long-
term large-scale data storage, it does not offer any 
agreement on data integrity and availability. 
 
 



[Lavanya, 2(12): December, 2013]   ISSN: 2277-9655 
   Impact Factor: 1.852
   

http: // www.ijesrt.com(C)International Journal of Engineering Sciences & Research Technology 
[3427-3431] 

 

 
Considering the large size of the outsourced 

data and the user’s constrained resource ability, the tasks 
of auditing the data correctness in a cloud environment 
can be formidable and expensive for the cloud users. 
Furthermore, the overhead of using cloud storage should 
be minimized as much as possible, such that a customer 
does not need to perform too many operations to use the 
data (in additional to recovering the data). In particular, 
users may not want to go through the complexity in 
verifying the data integrity. Moreover, there may be 
more than one user accesses the same cloud storage, say 
in ancreativity setting. For easier management, it is 
required that cloud only entertains verification request 
from a single designated party. 

To fully ensure the data integrity and save the 
cloud users’ computation resources as well as online 
problem, it is of critical importance to enable public 
auditing service for cloud data storage, so that users may 
help to an independentthird-party auditor (TPA) to audit 
the outsourced data when needed. The TPA, who has 
capability and capabilities that users do not, can 
occasionally check the integrity of all the data stored in 
the cloud on behalf of the users, which provides a much 
more easier and reasonable way for the users to ensure 
their storage correctness in the cloud.Lately, the notion 
of public auditability has been proposed in the context of 
ensuring remotely stored data integrity under different 
system and security models. Public auditability allows an 
exterior party, in addition to the user himself, to validate 
the correctness of remotely stored data. Moreover, 
encryption does not completely solve the problem of 
protecting data privacy against third-party auditing but 
just reduces it to the complex key management space and 
computation resources (we will not differentiate CS and 
CSP hereafter); the third-party auditor, who has expertise 
and abilities that cloud users do not have and is trusted to 
assess the cloud storage service reliability on behalf of 
the user upon demand. Users rely on the CS for cloud 
data storage and maintenance. They may also vigorously 
interact with the CS to access and update their stored 
data for various application purposes. As users no 
extensive possess their data locally, it is of critical 
position for users to ensure that their data are being 

correctly stored and retained. To save the computation 
resource as well as the online burden potentially brought 
by the periodic storage correctness verification, cloud 
users may option to TPA for ensuring the storage 
integrity of their outsourced data, while expecting to 
keep their data private from TPA. 
 
Privacy Preserving Public Auditing Scheme 

To achieve privacy-preserving public auditing, 
we propose to uniquely incorporate the homomorphic 
linear authenticator with random masking technique. In 
our protocol, the linear grouping of sampled blocks in the 
server’s response is masked with randomness generated 
by the server. With random masking, the TPA has all the 
necessary information to build up a correct group of 
linear equations and therefore cannot derive the user’s 
data content, no matter how many linear groupings of the 
same set of file blocks can be collected. On the other 
hand, the accuracy validation of the block-authenticator 
pairs can still be carried out in a new way which will be 
shown soon, even with the presence of the randomness. 
Our proposal makes use of a public key-based HLA, to 
provide theauditing protocol with public auditability. 
Explicitly, we use the HLA proposed in, which is based 
on the short signature scheme. 
Properties of our protocol. It is easy to see that our 
protocol achieves public auditability. There is no top-
secret keying material or states for the TPA to keep or 
maintain between audits, and the auditing protocol does 
not positionany potential online burden on users. 
 
Auditing Structures 
Batch auditing--With the establishment of privacy-
preserving public auditing, the TPA may simultaneously 
handle multiple auditing upon different users’ allocation. 
The individual auditing of these tasks for the TPA can be 
tedious and very inefficient. Given K auditing allocations 
on K distinct data files from K different users, it is more 
profitablefor the TPA to batch these multiple tasks 
together and audit at one time. Keeping this normal 
mandate in mind, we slightly modify the protocol in a 
single user case, and achieves the accumulation of K 
verification equations (for K auditing tasks) into a single 
one, as shown in (3). As a result, a secure batch auditing 
protocol for simultaneous auditing of multiple tasks is 
obtained. 
Batch auditing efficiency—Support for batch auditing 
gives an asymptotic proficiency analysis on the civic 
auditing, by considering only the total number of 
coupling operations. However, on the real-world side, 
there are additional less expensive operations required 
for batching, such as integrated exponentiations and 
multiplications. 



[Lavanya, 2(12): December, 2013]   ISSN: 2277-9655 
   Impact Factor: 1.852
   

http: // www.ijesrt.com(C)International Journal of Engineering Sciences & Research Technology 
[3427-3431] 

 

Thus, whether the benefits of removing pairings 
significantly outweighs these additional operations 
remains to be verified. To get a whole view of batching 
efficiency, we conduct a scheduled batch auditing test, 
where the number of civic tasks is increased from 1 to 
approximately 200 with intervals of  8. 
Identification of invalid responses. The verification 
equation (3) only holds when all the responses are valid, 
and fails with high possibility when there is even one 
single invalid response in the batch auditing. In many 
conditions, a response collection may contain invalid 
responses, especially f_kg1_k_K, caused by accidental 
data corruption, or probably malicious activity by a cloud 
server. The ratio of infirm responses to the valid could be 
somewhat small, and yet a standard batch auditor will 
discard the entire collection. To further sort out these 
infirm responses in the batch auditing, we can operate a 
recursive divide-and-conquer approach (binary search), 
as suggested by Ferrara et al.. Specifically, if the batch 
auditing fails, we can simply divide the group of 
responses into two halves, and repeat the auditing on 
halves via (3). TPA may now require the server to send 
back all the fRkg1_k_K, as in individual auditing. we 
show through carefully designed experiment that using 
this recursive binary search method, even if up to 20 
percent of responses are infirm, batch auditing still 
performs faster than individual verification. 
Application to version control system. The scheme 
allows TPA to always keep the new tree root for 
auditing the updated data file. But it is worth noting that 
our mechanism can be easily extended to work with 
version control scheme, where both current and previous 
versions of the data file F and the corresponding 
authenticators are stored and need to be civic on demand. 
One possible way is to require TPA to keep tracks of 
both the current and previous tree roots generated by the 
user, denoted as fTR1 MHT; TR2 MHT ; . . . ; TRV 
MHT g. Here, V is the number of file versions and TRV 
MHT is the root related to the most current version of the 
data file F. Then, whenever a designated version v (1 _ v 
_ V ) of data file is to be audited, the TPA just uses the 
corresponding TRv MHT to perform the civic. The cloud 
server should also keep track of all the versions of data 
file F and their authenticators, in order to correctly 
answer the civic appeal from TPA. Note that cloud server 
does not need to replicate every block of data file in 
every version, as many of them are the similar after 
revises. However, how to professionally manage such 
block storage in cloud is not within the scope of our 
paper. 
 
 
 
 

Overview 
As mentioned before, our protocol is based on 

the HLA in. It has been shown in that HLA can be 
constructed byhomomorphic recognition protocols. One 
may apply the random masking technique we used to 
construct the corresponding zero knowledge proof for 
different homomorphic identification protocols. 
Therefore, our solitude preservativepublic auditing 
system for secure cloud storage can be generalized based 
on other complexity mold such as factoring. 
  
Associated Work 

Ateniese et al.  are the first to consider public 
auditability in their “provable data possession” (PDP) 
model for ensuring possession of data files on untrusted 
storages. They operate the RSA-based homomorphic 
linear authenticators for auditing outsourced data and 
suggest randomly sampling a few blocks of the file. 
However, among their two proposed systems, the one 
with public auditability exposes the linear combination 
of sampled blocks to external auditor. When used 
directly, their procedure is not provably privacy 
preserving, and thus may leak user data facts to the 
external auditor. Juels et al. describe a “proof of 
retrieveability” (PoR) model, where spot-checking and 
error correcting codes are used to ensure both 
“possession” and “retrieveability” of data files on remote 
file service systems. However, the number of a civic 
challenges a user can perform is fixed a priority, and 
civic auditability is not supported in their main system. 
Although they describe a straightforward Merkle-tree 
construction for public PoRs, this methodology only 
works with encrypted data. Later, Bowers et al.  propose 
an improved framework for POR protocols that 
generalizes Juels’ work. Dodis et al.  also give a study on 
different variants of PoR with private auditability. 
Shacham and Waters  design an improved PoR scheme 
built from BLS signatures  with proofs of security in the 
security model defined in . Similar to the construction in 
, they use publicly verifiable homomorphic linear 
authenticators that are built from provably secure BLS 
signatures. For completeness, we also include an 
additional (but slightly less efficient) protocol design for 
provably secure zero-knowledge leakage public auditing 
scheme . Second, based on the enhanced main civic 
scheme, we provide a new provably secure batch 
auditing protocol. All the experiments in our 
performance estimation for the newly designed protocol 
are entirely redone. Third, we extend our main scheme to 
support data dynamics in and provide discussions on how 
to generalize our privacy-preserving public auditing 
scheme , which are lacking in . Finally, we provide 
formal analysis of privacy-preserving guarantee and 
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storage correctness, while only empirical arguments are 
sketched in. 
 
Conclusion  

In this paper, we offer a solitude-preservative 
public auditing system for data storage security in cloud 
computing. We operate the homomorphic linear 
authenticator and random concealing to guarantee that 
the TPA would not learnany information about the data 
content stored on the cloud server during the effective 
auditing method, which not only eliminates the burden of 
cloud user from the tedious and probablyexclusive 
auditing task, but also improves the users’ fear of their 
outsourced data leakage. As TPA may instantaneously 
handle multiple audit sessions from different users for 
their outsourced data records, we further prolong our 
solitude preservative public auditing protocol into a 
multiuser situation, where the TPA can perform several 
auditing tasks in a batch manner for improved efficiency. 
Extensive analysis displays that our systems are provably 
secure and highly efficient. Our initial experiment 
conducted on Amazon EC2 case further demonstrates the 
fast performance of our design on both the cloud and the 
assessor side. We leave the complete implementation of 
the mechanism on commercial public cloud as an 
important future extension, which is predictable to 
robustly cope with very large scale data and thus 
encourage users to accept cloud storage services more 
confidently. 
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